Shape and Texture Features based Human Action Recognition Using Collaborative Representation Classification
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Abstract

This paper presents human action recognition by using shape and texture based DMM-Haar features where collaborative representation classifier is adopted for action classification. In this study, we have introduced effective feature extraction technique based on Depth Motion Maps (DMMs) and Haar wavelet transformation, where different actions can be represented with a range of features. Firstly, we have calculated three DMMs such as DMM front view, top view and side view from 3D action video sequences as the shape features. After that, we have utilized Haar wavelet on the DMMs generated images to extract texture information and concatenated all features as a feature matrix. We have utilized principal component analysis for reducing the feature dimensions of the feature matrix. Finally, $L_2$ normed based collaborative representative classification technique is adopted to classify different actions. For this research, we have analyzed the effects of the DMM-Haar features on experimental basis with DMM features based results. The performance study of the proposed method is comparable with the state-of-the-art methods to recognize human action on the publicly available Microsoft Research Action 3D dataset.
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INTRODUCTION

Human action recognition (HAR) is an interesting and effective research topic in the computer vision. There are many powerful applications in this research field, such as video analysis, surveillance systems, home care for elderly people, children and physically challenged people to prompt timely assistance, human computer interaction or robotics, computer gaming and so on [1]. Human action usually refers to a sequence of movements carried out by a person.

In the previous, research has generally based on learning and recognizing actions from image sequences taken by visible light cameras. For this reason, there are many latent limitations of this source of data type, it is impossible to color and revelation change of action, confinement, and also background clutters. But in the present time, as imaging technology improvements so that it has become possible to capture depth information. Compared with conventional images, depth maps are uncontrolled to changes in lighting conditions and can provide 3D information toward distinguishing that are difficult to characterize using conventional images. Figure 1 shows two examples consisting of nine depth maps of the action golf swing and action forward kick. Many research works have been carried out on human action recognition using depth images. Depth image means an image in which each pixel relates to a distance between image plane and the corresponding object in the RGB image. To get perspective computational efficiency, the problem of human action recognition from depth map sequences is to be examined. These images are captured by an RGBD camera. Particularly, the depth motion maps (DMMs) generated by accumulating motion energy of projected depth maps in three projections such as front view, side view, and top view and then used Haar wavelet which is used as feature descriptors. Compared with 3D depth maps, DMMs are 2D images that provide an encoding of motion characteristics of an action. Motivated by the success of sparse representation in face recognition [2-3] and image
classification [4]. $l_2$ -regularized collaborative representation classifier is utilized which seeks a match of an unknown sample via a linear combination of training samples from all the classes.

In this paper, the main aim is to recognize human actions by using DMMs based Haar wavelet features and $l_2$-CRC classifier from the original depth images sequences so that we can achieve better recognition result as well as computational efficiency.

![Fig-1: Depth map sequences for (a) Golf swing and (b) Forward kick action sequences](image)

**LITERATURE REVIEW**

For the modern technology, a large number of techniques have been displayed to recognize human actions which are based on different methods such as position-time volumes, spatio-temporal features and trajectories. All these methods have widely distributed for human action recognition from video sequences captured by RGBD cameras. In addition, some recent works for human action recognition from depth video sequences have been discussed, including the wavelet features as well as features parameters. To obtain a good framework for human action recognition, spatio-temporal interest points coupled with an SVM classifier was proposed in [5]. Furthermore, Cubold feature descriptor was appointed for human action recognition [6]. In [7], SIFT-feature trajectories modeled into a hierarchy of three abstraction levels were adopted to recognize action from video sequences. See the work done by Chen, et al. for real-time human action recognition based on depth motion maps [1].

In the earlier, a large number of low quality features have been proposed for human action recognition. Li et al. proposed the most important framework for human action recognition from depth video sequences in 2010 [8]. They developed an action graph to build the dynamic model of actions and a collection of 3D points were used to characterize attitudes. In 2012, Viera et al. developed 3D action sequences based 4D shapes with random occupancy pattern (ROP) and sparse coding was fulfilled for further development of their proposed approach. They were used position-time control patterns as features which reserved local and temporary episodic information copying with intra-class variations and then adopted simple classifier based on the cosine distance for action recognition [9]. In 2013, Yang et al. calculated DMMs based HOG features and fed them into SVM classifier for recognizing 3D actions [10]. In the same year, Oreifej and Liu presented histogram of the oriented normal 4D surface (HON4D) as a new feature descriptor [11].

For the purpose of improving the accuracy of human action recognition, many researchers proposed different method which is based on feature extraction from the depth maps and RGB video sequences and classification techniques. Say for example, Luo et al. removed 3D joint features for each depth video and enhanced Central-Symmetric Motion Local Ternary Pattern (CS-MLtp) to extract both spatial and temporal features of the RGB sequences [12]. Various parameters have been used in that method. A large range of values, they proposed for each parameter instead of fixed value. So, many experiments should be conducted to get a relevant value for the corresponding parameter which is depends on each range that was an obstacle to the application of their proposed algorithm.

**METHODOLOGY**

In this research, we have proposed an effective feature extraction method by adopting DMM shape features and texture based Haar features for human action recognition. $l_2$-CRC is the basic classifier for this proposed framework. The details of the proposed framework are depicted in the given flowchart.
The whole framework can be separated by training stage and testing stage. For both training and test stages, we can compute the shape features from the sequential images of depth video as depth motion maps. After that, Haar wavelet information is captured from the depth images as the texture features. Finally, the concatenation of all shape feature based texture features are completed as the feature matrix for collaborative representation classification. Shape feature based DMM computation; texture feature extraction and collaborative representation classification are briefly discussed in the following subsections.

**Shape Features based DMM Computation**

Feature is an element or group of elements that establish a characteristic property or set of properties which is unique, assessable and differentiable. In this study, depth motion maps are used to capture the 3D structure and shape information from the depth video sequences. Yang et al. proposed depth frames onto three orthogonal Cartesian planes for the purpose of characterizing the motion of an action [10]. Due to the computational simplicity, the same approach is adopted in this work while the procedure to obtain DMMs is modified. More specifically, each 3D depth frame is used to produce three 2D projected maps corresponding to front (f), side (s), and top (t) views, denoted by \( \text{map}_v \), where, \( v \in \{f,s,t\} \). For a point \((x,y,z)\) in a depth frame with \( z \) denoting the depth value in the coordinate system, the pixel value in three projected maps is indicated by \( x \) and \( y \) respectively. For each projected map, the motion energy is calculated as the absolute difference between two consecutive maps without threshold. For a depth video sequence with \( N \) frames, \( DMM_v \) is obtained by stacking the motion energy across an entire depth video sequence as follows:

\[
DMM_v = \sum_{i=a}^{b} |\text{map}_v^{i} - \text{map}_v^{i-1}|
\]  

where, \( i \) represents the frame index; \( \text{map}_v^{i} \) is the proposed map of the \( i^{th} \) frame under projection view \( v; a \in \{2,3,\ldots,N\} \) and \( b \in \{2,3,\ldots,N\} \) denote the starting frame and the end frame index. It should be noted that not all the frames in a depth video sequence are used to generate DMMs, a bounding box is then set to extract the non-zero region as the foreground in each DMM.

**Texture Features Extraction**

To generate DMM-Haar features, we have decomposed each generated 2D proposed maps corresponding to front, side, and top views by using Haar wavelet with first label decomposition. Actually, the Haar wavelet transform is
one of most important part of the wavelet transforms which can capture the texture information from an image or a set of images [13]. Haar wavelets family for \( t \in (0, 1) \) is defined by

\[
P(t) = \begin{cases} 
1 & \text{if } 0 \leq t < \frac{1}{2} \\
-1 & \text{if } \frac{1}{2} \leq t < 1 \\
0 & \text{otherwise}
\end{cases}
\]

and scaling function of \( q(t) \) can be written as:

\[
q(t) = \begin{cases} 
1 & \text{if } 0 \leq t < 1 \\
0 & \text{otherwise}
\end{cases}
\]

After decomposition, we get 4 sub-band images for each 2D depth image and corresponding four features vectors. Then we have concatenated four feature vectors into a column vector for each \( DMM_{i} \). DMM-Haar generated features from the tennis serves video sequences are shown in Fig.3. DMM-Haar from the three projection views effectively captures the characteristics of the motion in a distinguishable way. For this reason, we can use DMMs as feature descriptors for action recognition.

**Collaborative Representation Classification**

Classification is a process to identify the class of a set of data that categories a new observation and also the process in which ideas and objects are predictable, distinguished and assumed. In this research, we have classified the data by using \( l_2 \)-collaborative representation classifier (\( l_2\)-CRC). The classification process of the data using the following classifier is given below:

In machine learning, sparse representation (or sparse coding) has been an active research area due to its sample according to a small number of atoms sparsely picked out of an over-complete dictionary made by all the available training samples. Consider a dataset with \( M \) classes of training samples arranged column-wise

\[
A = [A_1, A_2, \ldots, A_M] \in R^{d \times n},
\]

where, \( A_j \) (\( j = 1, 2, \ldots, M \)) is the subset of the training samples associated with class \( j \), \( d \) is the dimension of training samples and \( n \) is the total number of training samples from all the classes.

A test sample \( g \in R^d \) can be represented as a sparse linear combination of the training samples, which can be formulated as

\[
g = A \delta
\]
Where \( \delta = [\delta_1, \delta_2, \ldots, \delta_M] \) is a vector whose coefficients corresponding to all training samples and \( \delta_j (j = 1, 2, \ldots, M) \) denotes the subset of the coefficients which is associated with the training samples from the \( j^{th} \) class. From a particular stand-point, one cannot directly solve for \( \delta \) since (2) is usually under-determined [13]. The following norm minimization problem is used to reach a solution.

\[
\hat{\delta} = \arg\min_{\delta} \left\{ \|g - A\delta\|_2^2 + \theta \|\delta\|_1 \right\}
\]

where, \( \theta \) is a scalar regularization parameter which branches the influence of the residual and sparsity term. The class label of \( g \) is then obtained via

\[
class(g) = \arg\min_{\delta_j} e_j
\]

where \( e_j = \|g - A_j\delta\|_2 \). Each depth video sequence generates a feature vector \( h \in \mathbb{R}^{d \times n} \), therefore, the dictionary is \( A = [h_1, h_2, \ldots, h_K] \) with \( K \) being the total number of available training samples from all the action classes.

Let \( y_q \in \mathbb{R}^{d \times n} \) denote the feature vector of an unknown action sample. Tikhonov regularization [8] is employed here to calculate the co-efficient vector according to

\[
\hat{\delta} = \arg\min_{\delta} \left\{ \|y_q - A\delta\|_2^2 + \lambda \|L\delta\|_2^2 \right\}
\]

where, \( L \) denotes Tikhonov regularization matrix and \( \lambda \) is the regularization parameter. The term \( L \) allows the hassle of prior knowledge on the solution. Generally, \( L \) is considered as diagonal matrix \( L \) which is the following form:

\[
\begin{bmatrix}
\|y_q - h_1\|_2 & 0 \\
\vdots & \ddots & \vdots \\
0 & \|y_q - h_k\|_2
\end{bmatrix}
\]

where, \( \delta \) denote the coefficient vector which is calculated as follows [17]:

\[
\hat{\delta} = \left( A^T A + \lambda L^T L \right)^{-1} A^T y_q
\]

Finally, the class label for each unknown sample is then found from the equation (6).

**EXPERIMENTAL RESULTS AND DISCUSSIONS**

In this paper, we collected data from the publicly available MSR-Action3D dataset [8] which consists of 20 different action categories performed by 10 subjects. These subject are high wave, horizontal wave, hammer, hand catch, forward punch, high throw, draw x, draw circle, hand clap, two hand wave, side boxing, bend, forward kick, side kick, jogging, tennis swing, tennis serve, golf swing, and pick up throw. For the experimental evaluation and comparison with the other state-of-the-art research, we have divided the action set into three action subsets which are listed in the following table:

<table>
<thead>
<tr>
<th>Action Set 1 (AS1)</th>
<th>Action Set 2 (AS2)</th>
<th>Action Set 3 (AS3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horizontal wave</td>
<td>High wave</td>
<td>High throw</td>
</tr>
<tr>
<td>Hammer</td>
<td>Hand catch</td>
<td>Forward kick</td>
</tr>
<tr>
<td>Forward Punch</td>
<td>Draw x</td>
<td>Side kick</td>
</tr>
<tr>
<td>High throw</td>
<td>Draw tick</td>
<td>Jogging</td>
</tr>
<tr>
<td>Hand clap</td>
<td>Draw circle</td>
<td>Tennis swing</td>
</tr>
<tr>
<td>Bend</td>
<td>Two hand wave</td>
<td>Tennis serve</td>
</tr>
<tr>
<td>Tennis serve</td>
<td>Forward kick</td>
<td>Golf swing</td>
</tr>
<tr>
<td>Pickup throw</td>
<td>Side boxing</td>
<td>Pickup throw</td>
</tr>
</tbody>
</table>
The size of each depth maps is 320 × 240. There are three different tests for each subset, i.e., test one, test two, and cross-subject test. In test one, 1/3 of the subset is used as the training and rest of the subjects for testing, in test two, 2/3 of the subset is used as training and the rest as testing, for cross subject test, half subjects are used for training and the rest ones used for testing. The principal component analysis (PCA) is applied to reduce the dimensionality for the training feature set and the test feature set. We calculate the PCA transform matrix by using the training feature set and then applied to the test feature set. We have used this dimensionality reduction step to get computational efficiency for the classification. In, $l_2$ -regularized collaborative representation classifier, a key parameter is $\lambda$, which controls the relative effect of the Tikhonov regularization term in the optimization stated in equation (6). To find an optimal value of $\lambda$, we can examine a set of values for 5-fold cross validation which give us more accurate results in test data set.

We have compared the proposed method with some other existing methods on the Microsoft Action3D dataset. The comparison results are shown in Table 2. In this table, the bold faces indicate the best recognition results. The average recognition rates of our method outperform all the other methods except cross subject test. In cross subject test, the performance of Vieira et al. is relatively better than all other methods. We have noticed that Vieira et al. used several parameters for the proposed dictionary learning, and the values of all parameter were not fixed. In fact, our proposed method has improved the recognition accuracy compared with some previous scholarly articles.

Table-2: Recognition rates (%) comparison of fixed tests for MSR-action3D dataset

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Test one</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AS1</td>
<td>89.5</td>
<td><strong>98.2</strong></td>
<td>94.7</td>
<td>96.0</td>
</tr>
<tr>
<td>AS2</td>
<td>89.0</td>
<td>94.8</td>
<td>95.4</td>
<td>95.5</td>
</tr>
<tr>
<td>AS3</td>
<td>96.9</td>
<td>97.4</td>
<td>97.3</td>
<td>98.6</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>91.6</td>
<td><strong>96.8</strong></td>
<td>95.8</td>
<td>96.8</td>
</tr>
<tr>
<td><strong>Test two</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AS1</td>
<td>93.4</td>
<td><strong>99.1</strong></td>
<td>97.3</td>
<td>98.6</td>
</tr>
<tr>
<td>AS2</td>
<td>92.9</td>
<td>97.0</td>
<td><strong>98.7</strong></td>
<td>98.6</td>
</tr>
<tr>
<td>AS3</td>
<td>96.3</td>
<td>98.7</td>
<td>97.3</td>
<td><strong>99.9</strong></td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>94.2</td>
<td>98.3</td>
<td>97.8</td>
<td><strong>99.3</strong></td>
</tr>
<tr>
<td><strong>Cross subject test</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AS1</td>
<td>72.9</td>
<td><strong>84.7</strong></td>
<td>74.5</td>
<td>84.0</td>
</tr>
<tr>
<td>AS2</td>
<td>71.9</td>
<td><strong>81.3</strong></td>
<td>76.1</td>
<td>70.7</td>
</tr>
<tr>
<td>AS3</td>
<td>79.2</td>
<td>88.4</td>
<td><strong>96.4</strong></td>
<td>80.3</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>74.7</td>
<td><strong>84.8</strong></td>
<td>82.3</td>
<td>78.3</td>
</tr>
</tbody>
</table>

All other methods, they mentioned a range of values for each parameter instead of a fixed value. So, it’s very clear that we should conduct the experiment on each range for many times to find a suitable value for the corresponding parameter, which is an obstacle to the application of their algorithm. Moreover, if we don’t use fixed values for all parameters (the DMM size, the number of decomposition levels and the selection of the five sub-bands), our method is also capable of showing expected higher performance, like the method reported in [9]. The average results for three tests of three methods as well as our proposed method are plotted in following Fig. 3.

Fig-3: Average Recognition Results
From the above Fig. 3, we can observe that, for test one our recognition result is better than Li, et al. and Yang, et al. but same as the Veira, et al. because they used space-time occupancy patterns for recognition. In test two, our recognition result is better than all other existing method.

CONCLUSIONS

We have examined the human action recognition problem in our paper and established a modified feature descriptor called DMM-Haar feature extraction. The performance study of the proposed method is relatively better than the state-of-the-art methods to recognize human action on the publicly available Microsoft Research Action 3D dataset for test one and test two only. In future, we will try to improve the recognition accuracies for cross subject test by using different feature extraction or classification techniques.
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