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Abstract: Scheduling the final project is a problem that is often faced by a college. 

Because there are many criteria that can be used as a reference for preparing the 

schedule. In the process of schedule preparation has several requirements are needed, 

such us lecturer teaching schedule should not clash with the schedule of final project. 

The availability of the chief examiner, timer and rooms for test. Therefore, it need an 

optimum and efficient method in determining the criteria on scheduling the final project. 

In this optimization process uses the method of genetic algorithm. Genetic Algorithm 

(GA) is algorithm that in solving the problem using crossover operator and mutation 

operator to obtain the desired cross bits. It aims to get the optimal attribute value in 

terms of fitness equation from chromosome. The result of the training show GA can 

produce the optimal criteria value of scheduling the final project criteria, so that can be 

used by the college as the preparation of the final project schedule. 

Keywords: Optimizing Scheduling Criteria, Genetic Algorithm, Binary. 

 

INTRODUCTION 

One of the schedules that is often encountered in college is schedules the final 

project. Schedules the final project is the process of arranging an implementation 

schedule which inform a number a number of students, lecturers who attend and time. 

Every semester in various College faces the same problem that is how to schedule the 

final project with the constraints of limitations of the chief examiner, setting the time, 

day and space for the test. 

 

Based on the description above, in the preparation of schedules the final project there many possibilities that can 

be tried to find a good schedule. Therefore need an optimization method that can be applied to arrange the schedule of 

the final project. 

 

Optimization problems can be resolved in several ways, one of which uses a heuristic search algorithm [10]. For 

simplicity cases a common heuristic search algorithm is used such as breadth-first search and depth-first search. For more 

complicated inputs and requirements, the heuristic search algorithm cannot be used properly to get the solution as 

desired. In the case of scheduling the final task trial, a better algorithm is needed that is Algorithm which can solve multi-

criteria and multi-objective problem. One of the algorithms that can be used is the Genetic Algorithm [4]. A natural 

selection process based on genetic principles and natural selection of individuals continuously undergoes gene changes to 

suit their environment, so that strong individuals are selected that can survive as optimal results. Genetic Algorithms can 

be used for complex optimization problems (hard optimization problems) that traditional optimizations such as 

scheduling, transportation, computer games, traveling salesman problem (TSP) and other traditional optimizations cannot 

solve [2, 3, 5, 9, 11]. 

 

This study aims to apply genetic algorithm method to optimize scheduling of final task trial. The optimization of 

the scheduling of the final assignment is good for the head of the examiner, the day, the hour and the space for the overall 

test, so there is no problem of schedule collision on the side of the chief examiner, day, timer and the rooms for test. 

 

MATERIALS AND METHODS 

Genetic Algorithm 

In the search for solutions to a problem sometimes complex mathematical equation are needed to provide a 

definite solution. The optimum solution may be obtained but requires a long and impractical calculation process. To 

overcome this case, heuristic method can be used, which is a search method based on intuition or empirical rules to get a 

better solution than the solution that has been achieved before [2]. The heuristic method does not always produce the best 

solution, but if it is well designed it will produce a solution that is near optimum in a fast time. Genetic Algorithm (GA) 
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is a branch of evolutionary algorithms, which is an optimization technique based on natural genetics. To produce an 

optimal solution, GA performs a search process among a number of alternative optimal points based on probabilistic 

functions [1, 8] 

 

The main problem with GA is how to map one problem to one chromosome string. The GA development cycle 

begins with the creation of a new set of solutions (initialization) consisting of a number of chromosome strings and 

placed in a population shelter. Then the reproduction process is carried out by selecting individuals who will be bred. The 

use of genetic operators such as crossing genetic operators such as cross-over individuals selected in individual shelters 

will produce offspring or new generations. After an evaluation process for population improvement, these new 

generations will replace the original population set. This cycle will take place repeatedly until reproduction is not 

produced, or until the optimum criteria are found. 

 

The genetic algorithm scheme can be summarized as follows [6, 7]: 

1. The Initial Population. This stage is the beginning of the Genetic Algorithm process, the initial population is to 

determine the number of samples to be population studies. 

2. Codification. The coding technique is a technique that states the initial population as a potential solution of a problem 

to the chromosome (3) as a key issue when using the Genetic Algorithm. The Student in Scheduling are encoded as a 

Chromosome. The criteria that scheduling are coded as genes to be arranged in binary form. 

3. Fitness Function. The process of determining the fitness value is done to give the fitness value to each chromosome, 

the chromosome with high fitness value will survive, while the low fitness value will die. Fitness Value can be 

calculated using the following equation [6]. 
    
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4. Parent Selection.  The parent selection is used to get a pair of chromosomes to be used as a parent, to get a random 

value as much as the number of chromosomes is generated, if the random value of a chromosome is smaller than the 

probability of the plotted (pc) then the chromosome will be chosen as the parent. 

5. Crossover. This process is done after getting the parent chromosome, then the parent chromosome is crossed with 

each other for get the off-spring. 

6. Mutation. This process is carried out to replace the genes lost due to the selection process. This process will mutate 

genes by generating random numbers as many as the number of genes, random numbers smaller than the chance of 

mutation will be mutated. If the gene is 0 then it will be mutated to 1, otherwise if the gene with a value of 1 will be 

mutated to 0. 

 

New Population. This stage is the stage where the initial population that has passed all stages will be made a new 

population, then the new population will be reprocessed as well as the initial population until the fitness value of all 

chromosomes are equal. 

 

EXPERIMENT 

The search for optimal values for each criteria of Schedules the final project, starting with codification in the 

first generation population. Codification performed on the data that has been prepared. These data consist of 24 student at 

STIKOM college were coded as individual chromosome S1-S24. Each individual has four criteria and each them has 4 

sub criteria as shown in table-1. Genetic Algorithm process performed on all students.  

 

Table-1: Student Code 

Number Student Code 

1 S1 

2 S2 

3 S3 

    

23 S23 

24 S24 

 

Table-2: Codification of Schedule criteria 

Student Code 
X1=Criteria 1 X2= Criteria 2 

G1 G2 G3 G4 G1 G2 G3 G4 

Student Code 
X3=Criteria 3 X4=Criteria 4 

G1 G2 G3 G4 G1 G2 G3 G4 
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Genetic Algorithm began by assigning binary bits to each gene of a chromosome. Following the calculation of the 

fitness value of each chromosome using equation (1). 
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Then the selection stage, this Selection is used to select individuals as parents. This is called a crossover. There 

are many ways that can be used to selecting the parents, one of them is Roullettewheel. This method puts each individual 

in a proportion of circles according to the value of fitness. Individuals with higher fitness scores occupy a larger part of 

the circle. 

 

The next step is to do chromosome selection, the steps to be taken in chromosome selection are as follows [8]: 

1. Calculate the relative fitness value (pk) of each chromosome. 

P1 = F1 / Total of Fitness Value = 0.026 / 12.565 = 0.002. 

P2 = F2 / Total of Fitness Value = 0.079 / 10.565 = 0.005. 

Determination conducted up to the individual to 24. The results can be seen in Table 3. 

2. Calculate the cumulative fitness (qk) of each chromosome. 
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The results can be seen in Table-3. 

3. Generating random numbers as the number of individuals. Random values are generated by the interval [0 1]. 

 

Selection of individuals is done by making a cumulative interval fitness value of each individual. An individual 

will be selected if the random numbers are generated in their cumulative interval. 
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Table-3: Pk, qk, and Random Numbers 

 
 

Opportunities crossover (pc) is one of parameter that indicates the ratio of off-spring which produced in each 

generation. Pc used was 0.25 by one - point crossover. Election chromosome to crossover process performed by 

generation 24 random numbers with interval (0, 1). 

 

Table-4: Random Number 

Student Code Chromosome Random Value 

7 1
* 

0.044137 

15 2
*
 0.454558 

22 3* 0.039226 

20 4* 0.672927 

18 5* 0.07585 

20 6* 0.343488 

13 7* 0.168606 

18 8* 0.588254 

12 9* 0.469868 

9 10* 0.254137 

20 11* 0.676224 

7 12* 0.956165 

23 13* 0.612323 

24 14* 0.767669 

21 15* 0.908977 

17 16* 0.341739 

19 17* 0.356519 

15 18* 0.197512 

22 19* 0.87489 

24 20* 0.475866 

20 21* 0.569435 

9 22* 0.527668 

10 23* 0.518198 

18 24* 0.115388 
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Table-5: Parent Chromosome and Off-Spring 

 
 

The next process is a mutation, which starts by counting the number of bits in the population where: 

 

Number of  bits = pop size * Number of Genes (2) 

= 24 * 16 

= 384 

 

The mutation (pm) used is 0.05, meaning that there will be a 5% chance of the number of bits to be mutated is 20 

bits. To specify the bits must be generated random numbers for each bit in the population (as many as 384 random 

numbers). The selected bit is a bit whose random number is less than pm. The selected bit will be mutated, 0 to 1 and 1 to 

0. 

 

The mutation result is the final population on the whole of the first generation process. This final popolation 

became the initial population in the next generation. 

 

RESULTS 

Experiments show that the training results on the data yield varying values for each assessment criterion. By doing 

the same step then training stopped at the 14th generation, because all individuals show the same fitness value of 

1.02174. 

 

Furthermore, to optimize the bit value of each gene, it will be calculated the criterion value by using the following 

equation [6]. 
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Where, 

x  = variable (criteria) 

a
r  = upper limit of interval value 

b
r  = lower limit of interval value 

g  = gen of variable 

n
2

 
= numbers of genin variable 

 

Using equation (3) for get x  value (criteria) of first chromosome of first generation. 
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The highest total value of x  of each generation, will be decisive to determine the optimal value of  x  as shown 

in Table-6. 

 

Table-6: The Highest Value of x  of Each Generation 

Generation Chief Examiner Day Time Room Total Value 

1 11.3125 8.5 13.1875 10.375 43.375 

2 15.0625 8.5 13.1875 10.375 47.125 

3 14.125 9.4375 13.1875 10.375 47.125 

4 9.4375 10.375 13.1875 9.4375 42.4375 

5 4.75 12.25 14.125 12.25 43.375 

6 9.4375 11.3125 8.5 10.375 39.625 

7 9.4375 11.3125 9.4375 10.375 40.5625 

8 9.4375 11.3125 9.4375 10.375 40.5625 

9 15.0625 10.375 13.1875 1.9375 40.5625 

10 15.0625 10.375 13.1875 1.9375 40.5625 

11 15.0625 10.375 13.1875 1.9375 40.5625 

12 14.125 14.125 9.4375 1.9375 39.625 

13 14.125 14.125 9.4375 1.9375 39.625 

14 13.1875 10.375 13.1875 1.9375 38.6875 

 

In this research, the optimal value shown by 7rd and 8rd generation. The optimal value is taken from the 

individual that has the best criterion value and total value which is indicated by the total value of 40.5625. This means, 

every criterion has obtained the most optimal value as follows: 

 

Table-7: The Optimal Value of  Scheduling Criteria 

Variabel x  Name of Criteria Optimal Value 

1
x  Chief Examiner 

9.4375 

2
x  Day 

11.3125 

3
x  Time 

9.4375 

4
x  Room 

10.375 

 

CONCLUSION 

The result of this research proved that Genetic Algorithm can achieve the optimize value of scheduling the final 

test criteria as follow: 

Chief Examiner : 9.4375 

Day    : 11.3125 

Time   : 9.4375 

Room  : 10.375 

 

The optimal value is largely determined by the generation of random numbers and gene numbers because this 

affects the results of training. In the 14th generation this training was stopped because the value of each fitness was the 

same so that the optimal value of each scheduling criterion had been obtained. The results of this optimal value are 

expected to be applied by college in the process of making schedules the final project. 
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